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Abstract

The Localized Weighted Ensemble Kalman Filter (LWEnKF) is a new nonlinear/non-Gaussian data assimilation
(DA) method that can effectively alleviate the filter degradation problem faced by particle filtering, and it has great
prospects for applications in geophysical models. In terms of operational applications, along-track sea surface
height (AT-SSH), swath sea surface temperature (S-SST) and in-situ temperature and salinity (T/S) profiles are
assimilated using the LWEnKF in the northern South China Sea (SCS). To adapt to the vertical S-coordinates of
the Regional Ocean Modelling System (ROMS), a vertical localization radius function is designed for T/S profiles
assimilation using the LWEnKF. The results show that the LWEnKF outperforms the local particle filter (LPF) due
to the introduction of the Ensemble Kalman Filter (EnKF) as a proposal density; the RMSEs of SSH and SST from
the LWEnKF are comparable to the EnKF, but the RMSEs of T/S profiles reduce significantly by approximately
55% for the T  profile and 35% for the S  profile (relative to the EnKF).  As a result,  the LWEnKF makes more
reasonable predictions of the internal ocean temperature field. In addition, the three-dimensional structures of
nonlinear mesoscale eddies are better characterized when using the LWEnKF.

Key words: data assimilation, Localized Weighted Ensemble Kalman Filter, northern South China Sea, sea surface
height, sea surface temperature, temperature and salinity profiles, mesoscale eddy

Citation: Shen Meng, Chen Yan, Wang Pinqiang, Zhang Weimin. 2022. Assimilating satellite SST/SSH and in-situ T/S profiles with the
Localized Weighted Ensemble Kalman Filter. Acta Oceanologica Sinica, 41(2): 26–40, doi: 10.1007/s13131-021-1903-2

1  Introduction
Data assimilation (DA) is playing an increasingly important

role in the numerical prediction of atmosphere and ocean. It can
improve the analysis and prediction effects of a model by con-
tinuously integrating observations (Shen et al., 2016) and can
also be used to optimize parameters of the model.

The most widely used ocean DA methods are variational
methods and the ensemble Kalman filter (EnKF). The four-di-
mensional variational (4D-Var) method is a variational method
that obtains the best trajectory by minimizing the cost function.
Compared with 4D-Var, the EnKF does not need to construct the
tangent linear or adjoint operators of the model and can estim-
ate the background error covariance matrix using an ensemble.
The limitations of the EnKF lie in the implicit assumption of
model linearity in the background error covariance matrix calcu-
lation and Gaussian distributions of model error and observation
error. Thus, in theory, the EnKF may not be applicable to strong
nonlinear/non-Gaussian systems. In earlier studies, oceano-
graphers assumed that changes in the ocean occurred slowly and
thus that the evolution of the ocean involved a weakly nonlinear
process. However, mesoscale eddies have strong nonlinear char-
acteristics (Zhang et al., 2020). To better characterize nonlinear
evolution in the ocean, nonlinear DA methods such as the
particle filter (PF) have received increasing attention.

Both the PF and EnKF are based on the statistical estimation

theory. Compared with the EnKF, the PF is not limited by the lin-
ear model, linear/weak nonlinear observations or the hypothesis
of Gaussian-distributed error and can be applied to any nonlin-
ear/non-Gaussian dynamic system in theory. In the PF, the prob-
ability density function (PDF) of states is approximated by the
weighted mean of the particles. The observations affect the
weights of the particles rather than the values of the particles.
With assimilation progress, most particles cannot obtain mean-
ingful weights (close to 0) due to the large gap between them and
observations, which is known as filter degeneracy in the PF. To
alleviate or overcome filter degeneracy, four main techniques
were introduced to the PF, including proposal density, transport-
ation, localization and hybridization (van Leeuwen et al. 2019).

The basic idea of localization is calculating particle weights
locally. The PF localization techniques can be divided into two
categories (Farchi and Bocquet, 2018). One is state-domain local-
ization, which independently analyzes grid points using only the
observations in a localized region. This approach is easy to im-
plement in parallel but may lead to an imbalance between state
variables. The related studies include Rebeschini and van Han-
del (2015), Penny and Miyoshi (2016), Lee and Majda (2016), and
Chustagulprom et al. (2016). The other is sequential-observation
localization. In this method, each observation is sequentially as-
similated. An analysis is implemented at each observation site,
and only the model variables near the observation site are up-  
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dated. The local particle filter (LPF) proposed by Poterjoy (2016)
(called the LPF16 hereafter) falls under this category.

LPF16 extends the scalar weight of the particle to a vector of
the same dimension as the variables and changes only the
weights of local model variables when assimilating each observa-
tion. Then, the variables near the observation are updated, and
the prior information remains unchanged for the variables out-
side the localization radius. The weights of adjacent grid model
variables in the LPF16 are obtained by spatial linear interpola-
tion. Shen et al. (2017) introduced a new calculation formula for
local weight, and the interpolation in the weight space was re-
placed by the calculation in the state space. The improved meth-
od has been tested only in the Lorenz 96 model and has not been
applied to complex high-dimensional models. Poterjoy et al.
(2019) made a series of improvements to the LPF16, including
the weight formula calculation, observation error variance infla-
tion, and the merger scheme. The improved method is called
LPF19. The LPF19 has already been applied in numerical weath-
er prediction systems (Poterjoy et al., 2019).

The idea of the proposal density technique is to sample
particles from the proposal density introduced artificially instead
of from the state transition density. The proposal density only
needs to meet its support set, which contains the original state
transition density. Theoretically, the proposal density can be
constrained by both the model and observations so that the
particles can be artificially close to the observed value to prevent
the particle weights from becoming too low, thus effectively alle-
viating filter degeneracy. Proposal density provides a method for
combining different technologies or approaches. Papadakis et al.
(2010) proposed the Weighted Ensemble Kalman Filter (WEnKF),
which takes the EnKF as the proposal density. The main goal is to
take the posterior probability density obtained from the EnKF as
the proposal density of the PF, calculate the weight, and obtain
the posterior ensemble from the resampling scheme. van
Leeuwen et al. (2015) point out that this method is not suitable
for high-dimensional problems. However, taking the EnKF as the
proposal density is a beneficial way for the development of the
PF, and Sebastien et al. (2013) conducted relevant studies in this
area. Wang et al. (2020) proposed the implicit equal-weights vari-
ational particle smoother (IEWVPS) based on the proposal dens-
ity technique. The IEWVPS uses the 4D-Var as a proposal density
to combine the PF with the 4D-Var and it has potential applica-
tions in higher dimensional model. Wang et al. (2021) have ap-
plied this method to Regional Ocean Modelling System (ROMS)
with good results. It is computationally more expensive due to its
use of 4D-Var as the proposed density.

Chen et al. (2020b) proposed Localized Weighted Ensemble
Kalman Filter (LWEnKF) based on the WEnKF method com-
bined with localization technology. Similar to the WEnKF, the
stochastic EnKF is used as the proposal density in LWEnKF. In
the calculation of particle weights in the LWEnKF, scalar weights
are extended to vectors as in the LPF16, and only the model vari-
ables within the local radius are modified. In the LWEnKF frame-
work, the particle weight is determined by the likelihood weight
and proposal weight. The likelihood weight is constrained by ob-
servations, while the proposal weight is constrained by observa-
tions and the model. In Chen et al. (2020a), the LWEnKF was im-
proved by introducing a localization technique to the proposal
weight calculation and was applied to the high-dimensional
ocean model ROMS, assimilating grided sea surface observa-
tions and T/S profiles. However, in terms of operational applica-

tions, real-time is very important. Thus, along-track observations
instead of gridded data are more suitable for operational systems.
It also should be noted that along-track observations are sparser
than gridded data. The performance of the LWEnKF for sparse
data assimilation still needs to be tested.

In this paper, the ability of the LWEnKF to assimilate along-
track sea surface height (AT-SSH) is tested, swath sea surface
temperature (S-SST) and in-situ temperature and salinity (T/S)
profiles, as a reference for the operational application of the
method. For objectivity, the results of the LWEnKF are compared
with those of the EnKF and LPF19, the former is a classic method
and suitable for the linear and weak nonlinear situation while the
latter is a nonlinear method.

This paper is organized as follows. In Section 2, the assimila-
tion system is introduced, including assimilation methods, ocean
models and observations. In Section 3, the performance of differ-
ent methods and the prediction ability of the LWEnKF assimila-
tion system for mesoscale eddies are evaluated. The conclusions
and discussion are presented in the last section.

2  Model and data assimilation setup
The LWEnKF assimilation system is based on the Data Assim-

ilation Research Testbed (DART) platform developed by the Na-
tional Center for Atmospheric Research (NCAR). DART integ-
rates multiple ensemble assimilation algorithms such as the En-
KF and LPF19 and provides interfaces for large geophysical mod-
els such as the ROMS and the Massachusetts Institute of Techno-
logy ocean general circulation model (MITgcm).

2.1   Model and observations

′ × ′

The ROMS is implemented in the northern South China Sea
(SCS), which is a region characterized by large scale wind-driven
circulation and active mesoscale eddies and which is suitable for
the study of nonlinear data assimilation. Figure 1 shows the mod-
el domain which spans from 15°N to 24°N and 105°E to 125°E
with a horizontal resolution of (1/6)° × (1/6)° and 24 vertical levels.
The bathymetry is ETOPO2 with  resolution. The initial
and boundary conditions are obtained from (1/12)° × (1/12)° the
Hybrid Coordinate Ocean Model (HYCOM) analysis data (Met-
zger et al., 2014), which includes temperature, salinity, velocities
and SSH. The model is forced by 3-hourly resolution reanalysis
data provided by ERA-Interim, including wind stress, surface net
heat flux, surface net freshwater flux, and solar shortwave radi-
ation flux. Tides and runoffs are not considered in this model.

The observations used in the assimilation experiments are
AT-SSH, S-SST and T/S profiles. AT-SSH data are obtained from
the Copernicus Marine Environment Monitoring Service
(CMEMS) with a mean dynamic topography (MDT) from a sev-
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Fig. 1.     Model domain and bathymetry in the northern South
China Sea. The red points are the locations of the T/S profiles.
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en-year (2007 to 2013) free run of the ROMS. S-SST data are ob-
tained from a L2P data product of the Group for High Resolution
Sea Surface Temperature (GHRSST). A super-observation
scheme is adopted to assimilate S-SST. T/S profiles are obtained
from EN4.2.1 observation data set (Good et al., 2013) published
by the Met Office Hadley Centre. Although the T/S profiles are
quality-controlled, there are still outliers. To remove outliers, the
data are quality controlled further and interpolated to standard
artificial layers. The data from EN4.2.1 are quality controlled and
the details of the quality control process can be found in Ingleby
and Huddleston (2007) and Good et al. (2013). The data with the
quality control flags marked as “1” are applied to assimilation
systems. Although the T/S profiles are quality-controlled, there
are still outliers. For processing convenience, all the profiles are
interpolated to the artificial layers (5 m, 10 m, 15 m, 20 m, 25 m,
30 m, 35 m, 40 m, 50 m, 60 m, 75 m, 100 m, 125 m, 150 m, 200 m,
250 m, 300 m, 400 m, 500 m, 600 m, 800 m, 1 000 m, 1 200 m) us-
ing spline interpolation. Then, observations were further ex-
amined using the standard deviation at each layer. Specifically,
observations were removed if the absolute deviation to the hori-
zontal mean value is greater than 1.5 times of the standard devi-
ation at each layer. Last, a super observation was created to ad-
apt the vertical coordinates of ROMS. This is necessary when
more than one observation exists in a grid cell at the same time.

The verification data include gridded sea level anomaly (SLA)
products from Archiving Validation and Interpretation of Satel-
lite Oceanographic (AVISO), surface currents from ocean surface
current analysis real-time (OSCAR; Bonjean and Lagerloef, 2002)
and gridded SST products from the Advanced Very High Resolu-
tion Radiometer (AVHRR).

2.2  DA methods and localization scheme

2.2.1  Methods
Anderson (2003) proposed a sequential localization scheme

for the EnKF that can be carried out in two steps when pro-
cessing a single observation. First, for each prior ensemble, the
analysis increment of the observation space is obtained. Second,
a linear regression is performed for each state variable on the ob-
servation variable near the observation position in the prior en-
semble. The updated increment of the state space is obtained
from the increments of the observation space. The state space in-
crements are added to the prior states to obtain the final analysis
state.

LPF16 also adopts a framework of sequential assimilation. In
the LPF16, the scalar weight of the particle is extended to a vec-
tor, and each model variable has a corresponding weight, which
means that the influence of an observation on the weight can be
localized. For a single observation, the LPF16 updates the
weights of the variables only near that observation. To prevent a
false reduction in posterior sample variance after resampling, the
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local weight is multiplied by a scalar coefficient  of slightly less
than 1 to make the particle weight more uniform, and this meth-
od is called  inflation. Then, by a merging scheme, the variables
near the observation are modified, while the prior information of
the variables far from the observation remains unchanged. Fi-
nally, the higher-order corrections of particles are made by ker-
nel density distribution mapping (KDDM). The LPF19 intro-
duces a modified weight calculation equation based on the
LPF16 and normalizes the likelihood weight before introducing
the vector weight. When the weight calculation formula is
changed, the updated formula of particles is also modified cor-
respondingly. In addition, the probability mapping technology is
improved in LPF19 compared with that in the LPF16. Lee and
Majda (2016) show that the  inflation scheme is insufficient
when the observation error is much smaller than the prior error.
For the LPF19, the inflation scheme has been improved by intro-
ducing the  inflation scheme to increase the observation error
variance. The  inflation scheme prevents weight collapse to a
single particle. Unlike  inflation, the new scheme does not com-
pletely ignore observations when the likelihood is small. In the
merging step, the LPF19 introduces scalar parameter , which
ranges between 0 and 1. Then, the updated particles are combin-
ations of the current particles and the resampled particles.

α
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γ

γ

The LWEnKF takes the perturbed EnKF as the proposal dens-
ity, which is sampled to obtain the proposal particle and calcu-
late the proposal weight, which is calculated using observations
and local model variables. The proposal weight also needs to be
adjusted by parameter , which has the same effect as in the
LPF16. The  inflation is used to adjust the likelihood weight,
similar to the LPF19, and the local function is used to update the
local likelihood weight. The particle weight is the product of the
local likelihood weight and the proposal weight. In the merging
step, the updated particles are combinations of the current
particles and the resampled particles according to the weights of
prior particles. In the merging step, the  parameter is intro-
duced, and when the number of particles is small,  less than 1
can effectively alleviate filter degradation. The final model vari-
ables need to be adjusted by KDDM. The specific calculation pro-
cess of the LWEnKF is described in Chen et al. (2020a).

2.2.2   Localization scheme

c cB cD

cB

The local radius in the assimilation system is controlled by
the local parameter . In the LWEnKF, local parameters  and 
are introduced to calculate the proposal weight, which corres-
pond to the local radii of the model variables and observations,
respectively. In the experiments conducted in this paper,  is set
to 0, indicating that the model error variance rather than covari-
ance is considered when calculating the proposal weight. The
localization function adopts the fifth-order piecewise function
(Gaspari and Cohn, 1999), as shown in Eq. (1).
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where  represents the distance between the model variables and
the positions of observations and  is the local radius correspond-
ing to .  represents the incremental scale factor. The local ra-
dius in the horizontal and vertical directions can be expressed as
Eq. (2).

{
lh = c · R,
lv = c · L, (2)

lh

R lv

where  is the local radius in the horizontal direction, and its unit

is km;  is the radius of the earth;  is the local radius in the ver-
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L

c

L

tical direction; and  corresponds to the model layer. Figures 2a
and b represent the change in the incremental scale factor with
distance. In Fig. 2a, different curves correspond to different val-
ues of parameter . In Fig. 2b, different curves correspond to dif-
ferent values of parameter , and the dotted line in the figure is the
number of ROMS model layers 24. Equation (2) is applied to the
localization radius setting of sea surface satellite data assimilation.

The vertical local radius function for T/S profiles is designed
as Eq. (3). The functional design is adapted to the vertical S-co-
ordinates of the ROMS, and the local radii corresponding to dif-
ferent observation depths are shown in Fig. 2c.

l′v =


 · c · H · b, h < −,

 · c · H
{
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+ b

}
, h ⩾ −,

(3)

l′v H
h

h,h, a, b

c

H

where  is the vertical localization radius, and its unit is m;  is
the adjustment parameter;  is the observation depth of meters;
and  are fixed parameters, and the corresponding val-
ues are −100, −250, 220 and 30, respectively. In Fig. 2c, parameter

 is set to 0.02, different curves correspond to different values of
parameter , and the horizontal axis represents the local radius
corresponding to observations at different depths.

2.3  Configuration of DART

2.3.1   Parameter settings
All experiments presented in this paper use 40 particles or en-

c
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sembles. The optimal localization parameter  for each method is
determined through sensitivity experiments. Specifically,

 in the EnKF and  in the LPF. In the LWEnKF,
both the proposal weight and likelihood weight require local
parameter .  is used in the calculation of the pro-
posal weight, and  is adopted in the calculation of the
likelihood weight. Regarding inflation, adaptive prior multiplicat-
ive inflation (Anderson, 2007) is adopted in the EnKF, the  infla-
tion scheme is used in LPF19, and in the LWEnKF, the proposal
weight is adjusted by the  inflation scheme, and likelihood
weight is adjusted by the  inflation scheme. In the merging step,
both the LPF19 and LWEnKF introduce parameter  to adjust the
merged particles. To reduce the cost of parameter adjustment in
the LWEnKF,  is set equal to , changing from 0.70 to 0.99.

2.3.2   Initial ensemble
It is important for initial state ensembles to consider the main

physical quantities that govern the evolution of the state of atmo-
spheric and oceanic systems (Hoteit et al., 2008). A similar meth-
od to Hoteit et al. (2013) is adopted to generate the initial en-
semble. First, integrate the model over a long period of time
(2007–2014). Second, extract the dominant variability from the
long model trajectory via empirical orthogonal function (EOF)
analysis. Finally, generate the initial ensemble by an exact
second-order sampling scheme (Pham, 2001):

xi = x+
√
NLσTi , (4)

where x is the initial state of assimilation extracted from the long
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Fig. 2.   Localization configuration. a. Horizontal localization function. b. Vertical localization function; the horizontal axis is the model
layer, and the dotted line is 24. c. Vertical localization radius function; the vertical axis is the observed depth, and the horizontal axis is
the localization radius.
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N L

L

σi N× (N− ) σ

model trajectory;  is the size of the ensemble;  is the sample
covariance matrix; and  is a matrix whose columns consist of
EOFs.  is the ith of  random matrix  with orthonor-
mal columns and zero column sums. This initial ensemble gener-
ation method has been widely used in ocean data assimilation (Li
and Toumi, 2017; Chen et al. 2020a).

To increase the spread of prior ensembles during assimila-
tion, atmospheric forcing variables are perturbed following Chen
et al. (2020a):

fi = f+ .
√
NLσTi , (5)

where f are the perturbed variables, including surface wind stress
and surface net heat flux. The generation of the perturbed vari-
ables is similar to the initial ensemble perturbation. EOF analysis
is used to extract the main variability of the variables. The rest of
the forcing variables are not perturbed.

2.3.3   Experimental design
Several questions are considered when designing the experi-

ments. First, can the simultaneous assimilation of S-SST and AT-
SSH outperform single surface observational variable assimila-
tion? Second, is there different performance regarding different
assimilation methods? If yes, what are the differences? Third,
does the LWEnKF assimilation system have advantages in pre-
dicating mesoscale eddy?

The experimental design is shown in Table 1.
In Table 1, ExpA is a control experiment without assimilation;

ExpB, ExpC and ExpD assimilate only satellite observations; and
ExpE adds additional T/S profiles. The assimilation experiments
were conducted from October 3, 2013 to February 1, 2014, for a
total of 120 days, which is identical to 30 assimilation cycles
(four-day assimilation window). Within a window, observations
within ±2 days of the analysis time are assimilated.

3  Results

3.1  Performance of different methods

3.1.1  Surface data assimilation
This section focuses on the discussion of the experimental

results of ExpA−ExpD and explores whether simultaneous assim-
ilation of S-SST and AT-SSH can achieve better results than
single variable assimilation.

In Fig. 3, the dotted lines show the root mean square errors

(RMSEs) of the three methods with only S-SST assimilation, solid
lines denote the results with both AT-SSH and S-SST assimila-
tion, and the black solid line shows the result of the control ex-
periment. In the control experiment, the RMSE increased gradu-
ally with time without constraints from observations. Based on
the RMSE trends, the three assimilation methods improved the
observation variable SST, but the assimilation effect of the LPF19
is not ideal. The RMSE of the LPF19 shows the same trend as that
of the control experiment, while the assimilation effect of the En-
KF and LWEnKF is obvious. Compared to the control experi-
ment, the EnKF and LWEnKF reduce the RMSE by 41.95% and
47.99% according to the forecast results (Fig. 3a) for assimilating
S-SST alone, respectively. The four-day forecast in figures means
the forecast results at the fourth forecast day. For the analysis res-
ults (Fig. 3b), the EnKF and LWEnKF reduce the average RMSE
by 55.61% and 59.82%, respectively. When both S-SST and AT-
SSH are assimilated, the forecast results (Fig. 3a) show that EnKF
and LWEnKF reduce the average RMSE by 51.97% and 52.33%,
respectively. For the analysis results (Fig. 3b), the EnKF and
LWEnKF reduce the average RMSE by 61.15% and 61.73%, re-
spectively. The readers should note that the percentages are cal-
culated using the data before the two significant digits are re-
tained, so the average RMSEs in the figure are equal and the cal-
culated percentages are slightly different. For both AT-SSH and
S-SST assimilation, the EnKF and LWEnKF show better assimila-
tion effects than for S-SST assimilation alone based on the RMSE
time series and the statistical average RMSE results. This result
indicates that AT-SSH assimilation has a positive effect on the
simulation of SST. The LWEnKF is comparable with the EnKF for
S-SST assimilation alone. In the case of both AT-SSH and S-SST
assimilation, the LWEnKF is no worse than the EnKF.

Table 1.   Experimental design
Experiment Method Assimilated variables

ExpA Control run none

ExpB1 LWEnKF AT-SSH

ExpB2 S-SST

ExpB3 AT-SSH, S-SST

ExpC1 EnKF AT-SSH

ExpC2 S-SST

ExpC3 AT-SSH, S-SST

ExpD1 LPF19 AT-SSH

ExpD2 S-SST

ExpD3 AT-SSH, S-SST

ExpE1 LWEnKF AT-SSH, S-SST, T/S profiles

ExpE2 EnKF AT-SSH, S-SST, T/S profiles

ExpE3 LPF19 AT-SSH, S-SST, T/S profiles
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Fig. 3.   Spatially averaged RMSE of SST at each analysis step for
the control run (the black line), LWEnKF (the red line), EnKF (the
green line) and LPF19 (the blue line). The dotted lines are for the
assimilation of only S-SST, and solid lines are for the assimilation
of both AT-SSH and S-SST. The top panel is the four-day fore-
cast/prior,  and  the  bottom  panel  is  the  corresponding
analysis/posterior. The values in the upper left corner are the
time average RMSEs.
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In Fig. 4, the dotted lines show the RMSEs of the three meth-
ods with only AT-SSH assimilation, the solid lines are the results
with both AT-SSH and S-SST assimilation, and the black solid
line shows the result of the control experiment. The trends of the
RMSEs of the three methods are basically the same, and RMSEs
fluctuate greatly at the beginning and tend to be stable in the
later stage. Compared to the control experiment, the EnKF and
LWEnKF reduce the RMSE by 36.60% and 30.58% according to
the forecast results (Fig. 4a) for assimilating AT-SSH alone, re-
spectively. For the analysis results (Fig. 4b), the EnKF and LWEn-
KF reduce the average RMSE by 50.47% and 44.29%, respectively.
When both S-SST and AT-SSH are assimilated, the forecast res-
ults (Fig. 4a) show that the EnKF and LWEnKF reduce the aver-
age RMSE by 36.66% and 38.89%, respectively. For the analysis
results (Fig. 4b), the EnKF and LWEnKF reduce the average
RMSE by 49.53% and 50.81%, respectively.

The assimilation of both AT-SSH and S-SST does not show a
better effect than AT-SSH assimilation alone based on the RMSE
time series and the statistical average RMSE results. This result
indicates that S-SST assimilation has a limited influence on the
SSH simulation, as opposed to the positive effect of AT-SSH as-
similation on SST simulation. For AT-SSH assimilation alone, the
LWEnKF does not have the same effect as the EnKF, but the
LWEnKF can be comparable to the EnKF for both AT-SSH and S-
SST assimilation.

Whether considering single variable assimilation or joint vari-
able assimilation, the LPF19 is not ideal for the simulation of SST
and SSH. The assimilation effects of the EnKF and LWEnKF are
much better than those of the LPF19. For SSH and SST predic-
tion and analysis, the LWEnKF performs no worse than the EnKF.

3.1.2  T/S profiles assimilation
ExpE assimilates EN4.2.1 T/S profiles, including T/S profiles

from both Argo and CTD and temperature profiles from XBT.
There are 577 T/S profiles in total, of which 446 are from Argo.
The locations of all the profiles are marked in Fig.1 with red
points. The Argo data are uniformly distributed in the whole as-
similation period, and the data from XBT and CTD are less. The
T/S profiles from Argo are used to validate the performance of
the assimilation system. The RMSEs of T/S profiles are calcu-
lated to evaluate the performance of different assimilation meth-
ods.

Figure 5 shows the RMSEs of the temperature profiles. It
should be noted that no matter what data are assimilated, there is
no significant difference between the results of LPF (blue lines)
and those of the control test (black lines), and assimilation does
not affect. Hence the focus is only put on EnKF and LWEnKF
hereafter.

In the experiment of AT-SSH assimilation only (Fig. 5b), the
prior and posterior results are not as good as the control experi-
ment above 200 m, and AT-SSH does not bring positive adjust-
ment to the internal ocean temperature. When S-SST is only as-
similated (Fig. 5a), the temperature field in the upper layer of the
ocean is well constrained, and there is no similar situation with
AT-SSH only assimilated, and the temperature field in the intern-
al ocean is well adjusted. Compared to the control experiment,
the RMSEs decrease above 200 m when assimilating AT-SSH and
S-SST together (Fig. 5c). When all the data including T/S profiles
are assimilated (Fig. 5d), the RMSE curves of the EnKF and
LWEnKF have roughly the same shapes. The RMSE values in-
crease with depth and reach the maximum value near 150 m
depth. Below 150 m, RMSE values decrease with increasing
depth. When comparing the three methods, the EnKF and LWEn-
KF are shown to be significantly better than the LPF19, and the
LWEnKF has the smallest mean RMSE. The LWEnKF is signific-
antly better than the EnKF at depths below 100 m and is equival-
ent to the EnKF at depths of above 100 m. In terms of posterior
RMSE, LWEnKF and EnKF assimilation remarkably adjust the
prior field, while the LPF19 assimilation effect is not visible. From
the average RMSEs, for the prior, the LWEnKF reduces by 22.63%
compared to the EnKF, and for the posterior, it reduces by
55.11%.

Figure 6 shows the RMSEs of the salinity profiles. The signific-
ant feature of the RMSE curves is that they fluctuate greatly in the
upper layer. The experiments conducted in this study do not as-
similate sea surface salinity (SSS) data. Compared to temperat-
ure data assimilation, the results of the model deviate from the
actual upper ocean salinity without the constraint of SSS obser-
vations. The model is unstable after the assimilation of the salin-
ity profiles, and the RMSE fluctuates at depths of shallower than
100 m. However, under the constraint of S-SST data, the RMSE of
the temperature profiles does not have similar instability.

No matter what data are assimilated, there is no improve-
ment in the salinity field for LPF compared with the control ex-
periment. The results of EnKF and LWEnKF are not much better
than those of the control experiment when AT-SSH (Fig. 6a) or S-
SST (Fig. 6b) are assimilated alone. The situation improves
slightly when S-SST and AT-SSH are assimilated together (Fig.
6c). EnKF and LWEnKF show a slightly better prediction effect
than the control experiment above 200 m and LWEnKF is obvi-
ously better than EnKF.
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Fig. 4.   Spatially averaged RMSE of SSH at each analysis step for
the control run (the black line), LWEnKF (the red line), EnKF (the
green line) and LPF19 (the blue line). The dotted lines are for the
assimilation of only AT-SSH, and solid lines are for the assimila-
tion of both AT-SSH and S-SST. The top panel is the four-day
forecast/prior, and the bottom panel is the corresponding analys-
is/posterior. The values in the upper right corner are the time av-
erage RMSEs.
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When all the data including T/S profiles are assimilated (Fig. 6d),

the LWEnKF has the smallest mean RMSE, and its effect is better
than that of the EnKF at depths of below 100 m. From the posteri-

or RMSE, the assimilations of the LWEnKF and EnKF make vis-

ible adjustments to the forecast, and the effect of the LPF19 as-
similation seems null (also see in Fig. 7) and therefore the results

from LPF19 will not be discussed hereafter. From the average
RMSEs, for the prior, the LWEnKF reduces by 11.58% compared

to the EnKF, and for the posterior, it reduces by 35.22%.

To explore the changes brought by the assimilation of T/S
profiles to SSH, the RMSEs of SSH are shown in Fig. 7. There is no

significant difference in the RMSEs of SSH before and after T/S
profiles assimilation. From the RMSEs values, the effect of the as-
similation of the T/S profiles on SSH is limited. It may be be-

cause the T/S profiles are too sparse for the model domain, and it

is difficult to make obvious adjustments to SSH.

3.2  Surface state
To display the sea surface state more intuitively and verify the

prediction performance of the assimilation system, the results
from ExpE1 and ExpE2 are compared with the result from ExpA

as well as the grid data products on the following three dates: (1)

December 4, 2013, when the warm eddy was generated and in a
stable stage; (2) December 28, 2013, when the cold and warm
eddy coexisted and (3) January 17, 2014, when the cold and warm
eddy development process was in the last stage.

Figure 8 shows the SLA distribution and sea surface currents.
The red dots in Figs 8d–f represent the locations of assimilated
AT-SSH data of the previous time window. The LWEnKF and En-
KF assimilation systems have slightly different sea surface states,
but either system successfully predicts the cold and warm eddy
processes. In the initial stage of warm eddy generation on
December 4, 2013, compared with AVISO SLAs, the forecasted
SLAs of the two systems are weaker, but the distribution ranges
are more widespread than that of AVISO SLA. Compared to that
of the EnKF, the forecasted warm eddy of the LWEnKF is closer to
that of AVSIO. The currents near the warm eddy predicted by the
EnKF are weaker than those predicted by OSCAR, and the cur-
rents on the west side of the warm eddy predicted by the LWEn-
KF are slightly weaker than that of OSCAR. The characteristics of
the flow field clearly show that the warm eddy is probably the res-
ult of the Kuroshio current crossing the Luzon Strait and invad-
ing the SCS. Previous studies have shown that warm and cold ed-
dies are often accompany each other (Nan et al., 2011). Zhang et al.
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Fig. 5.   RMSEs of the vertical temperature profiles of the LPF19 (blue lines), EnKF (green lines), LWEnKF (red lines) and control run
(black lines), computed with EN4.2.1 Argo data. a. S-SST assimilation; b. AT-SSH assimilation; c. S-SST and AT-SSH assimilation; d. S-
SST, AT-SSH and T/S profiles assimilation correspond to the assimilation of different types of data. a1, b1, c1 and d1 are the four-day
forecast/prior, and a2, b2, c2 and d2 are the corresponding analysis/posterior. The values in the right bottom corner are the vertically
averaged RMSEs.
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(2013) discussed the formation mechanism of a cold eddy on the
back edge of a warm eddy in detail.

On December 28, 2013, a cold and warm eddy pair appeared,
and the shapes of the cold and warm eddies were stable. The
LWEnKF and EnKF systems forecasted the cold eddy well. Com-
pared to AVISO SLA, the EnKF forecasts show a weak cold eddy,
while the LWEnKF and AVISO show similar cold eddy strengths.
For the currents near the cold eddy, the LWEnKF forecast is in
good agreement with OSCAR, and the performance of the EnKF
forecast is generally poor. Neither the LWEnKF method nor the
EnKF method are ideal for the prediction of the warm eddy,
which is much weaker in the LWEnKF and EnKF than in AVISO,
and the warm eddy predicted by the EnKF nearly disappears.
Moreover, the prediction results of the two methods show that
there are two large-scale cyclonic eddies in the southern part of
the study area, which are much larger than the cyclonic eddy on
the east side of Luzon Island in the AVISO SLA. This phenomen-
on is caused by the uneven spatial distribution of assimilated AT-
SSH. The observed distribution is sparse in the sea, and assimila-
tion cannot effectively constrain the models. According to the
locations (red dots) of assimilated AT-SSH data in the previous
time window, the observation distribution is relatively sparse in

the area in which the prediction effect is not ideal.
The warm eddy moved southwest along the continental shelf.

On January 7, 2014, the shape of the warm eddy remained stable,
and the cold eddy had a tendency to converge with the large-
scale cold eddy in the south, but its structure was still stable. The
LWEnKF effectively predicted the state of cold and warm eddies
at this time, and its currents corresponded well to those of
OSCAR. The strength of the forecasted cold eddy was slightly
stronger than that of AVISO. By comparison, the prediction effect
of the EnKF was not ideal, the warm eddy basically disappeared,
and the cold eddy was nearly extinct. Without observations con-
straints, the prediction results of the control experiment
(Figs 8j–i) are not ideal and are significantly different from the
grid data. In comparison, the prediction effect of the LWEnKF as-
similation system is remarkable.

Figure 9 shows the SST corresponding to SLA for three days.
In initial stages of the formation of the warm eddy on December
4, 2013, the high-temperature region in the center of the warm
eddy predicted by the two methods shows a good correspond-
ence with that of the AVHRR. On December 28, 2013, cold and
warm eddy structures can be observed from the AVHRR SST, and
the LWEnKF prediction results show the corresponding low-tem-

control: 0.22
LPF19: 0.23
EnKF: 0.15
LWEnKF: 0.14

d1

control: 0.22
LPF19: 0.22
EnKF: 0.07
LWEnKF: 0.04

d2

control: 0.22
LPF19: 0.23
EnKF: 0.19
LWEnKF: 0.15

c1

control: 0.22
LPF19: 0.23
EnKF: 0.20
LWEnKF: 0.15

c2

Prior

control: 0.22
LPF19: 0.22

b1

Posterior

control: 0.22
LPF19: 0.22

b2

0 0.1 0.2 0.3 0.4

RMSE

1 100

1 000

900

800

700

600

500

400

300

200

100

0

D
ep

th
/m

0 0.1 0.2 0.3 0.4

RMSE

1 100

1 000

900

800

700

600

500

400

300

200

100

0

D
ep

th
/m

0 0.1 0.2 0.3 0.4

RMSE

1 100

1 000

900

800

700

600

500

400

300

200

100

0

D
ep

th
/m

0 0.1 0.2 0.3 0.4

RMSE

1 100

1 000

900

800

700

600

500

400

300

200

100

0

D
ep

th
/m

Prior

control: 0.22

EnKF: 0.23
LWEnKF: 0.20

a1

Posterior

Prior Posterior

0 0.1 0.2 0.3 0.4

RMSE

1 100

1 000

900

800

700

600

500

400

300

200

100

0

D
ep

th
/m

0 0.1 0.2 0.3 0.4

RMSE

1 100

1 000

900

800

700

600

500

400

300

200

100

0

D
ep

th
/m

0 0.1 0.2 0.3 0.4

RMSE

1 100

1 000

900

800

700

600

500

400

300

200

100

0

D
ep

th
/m

0 0.1 0.2 0.3 0.4

RMSE

1 100

1 000

900

800

700

600

500

400

300

200

100

0

D
ep

th
/m

Prior Posterior

control: 0.22
LPF19: 0.23
EnKF: 0.22
LWEnKF: 0.19

EnKF: 0.22
LWEnKF: 0.27

EnKF: 0.25
LWEnKF: 0.31

a2

LPF19: 0.23

 

Fig. 6.   RMSEs of the vertical salinity profiles of the LPF19 (blue lines), EnKF (green lines), LWEnKF (red lines) and control run (black
lines), computed with EN4.2.1 Argo data. a. S-SST assimilation; b. AT-SSH assimilation; c. S-SST and AT-SSH assimilation; d. S-SST,
AT-SSH and T/S profiles assimilation correspond to the assimilation of different types of data. a1, b1, c1 and d1 are the four-day
forecast/prior, and a2, b2, c2 and d2 the corresponding analysis/posterior. The values in the right bottom corner are the vertically
averaged RMSEs.
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perature structure in the center of the cold eddy. However, the
cold eddy intensity is weaker in the LWEnKF than in the AVHRR,
and the high-temperature structure of the predicted warm eddy
is not significant. It is difficult to observe the cold and warm eddy
structures in the EnKF prediction results, and its predictions are
not ideal. On January 7, 2014, the cold eddy structure of the
AVHRR SST was stable, and the high-temperature structure of
the warm vortex was clearly visible. The low-temperature struc-
ture of the cold eddy can be observed from the LWEnKF forecast
results, and the strength of the cold eddy in LWEnKF is weaker
than that in the AVHRR. However, the prediction results do not
capture the characteristics of warm eddies. Although the temper-
ature field predicted by the EnKF corresponds well with the
AVHRR in most sea areas, the EnKF fails to predict the temperat-
ure structures of cold and warm eddies. The prediction effect of
control experiment is obviously different from the grided data.

Based on the current, SLA and SST distributions, the LWEn-
KF system can accurately predict the surface structure character-
istics of mesoscale eddies.

3.3  Structure of mesoscale eddies
A mesoscale warm eddy, which was found stable from its sur-

face structure on December 4, 2013 (Fig. 8a), ranging from
19°–22°N and 117°–121°E, is specifically extracted to compare the
performance among different assimilation experiments. Figure
10 shows the prediction results of the ExpB3, ExpC3, ExpE1 and
ExpE2 in this region. Due to the low vertical resolution of the
model, the results are only shown above 600 m.

Figure 10 shows the horizontal distribution of temperature at
different depths, i.e., the three-dimensional structure. The high-

β

temperature region of the warm eddy can be clearly seen at dif-
ferent depths from the results of the LWEnKF forecast (Figs
10a–f). The high-temperature center of the warm eddy is not con-
sistent at different depths, and the high-temperature center
gradually deviates to the southwest from the 200 m layer to the
600 m layer. The warm eddy is tilted down to the southwest ver-
tically, and the direction of tilt is consistent with the direction of
warm eddy motion. According to Zhang et al. (2016), this tilted
structure of the mesoscale eddy in the SCS is related to the ter-
rain of the continental slope. Due to the topographic  effect, the
mesoscale eddy in the northern SCS propagates southwest along
the continental slope, and the signal of the mesoscale eddy in the
lower layer is ahead of that in the upper layer. The warm eddy
structure is also clearly visible from the temperature field pre-
dicted by the EnKF assimilation system (Figs 10g–l). Compared
with that of the LWEnKF, the influence range of each layer of the
warm eddy is wider in the EnKF, and the temperature in the
middle of the eddy is higher. The structure of the eddy is not ob-
vious at the 600 m layer.

The temperature slices of no assimilation of T/S profiles are
shown in Figs 10m–x. Compared them with the forecast results of
LWEnKF (Figs 10a-f), the difference is quite obvious. From the
RMSEs of the vertical temperature profiles (Fig. 5), both schemes
(LWEnKF and EnKF) have better performance after assimilating
additional T/S profiles. Furthermore, compared with the result
from adopting the EnKF scheme, the predicated temperature
field among 100−600 m shows smaller RMSEs when using the
LWEnKF scheme, whereas both schemes assimilate additional
T/S profiles.

Figures 11 and 12 show the temperature and potential dens-
ity section of the warm eddy on December 4, respectively, which
are the forecast results of ExpE1 and ExpE2. The longitude and
latitude correspond to the dotted white lines in Fig. 10 (21°N,
118.5°E). Both temperature and potential density isolines tend to
deepen in the eddy region. The solid black lines in Fig. 11 indic-
ate the 18°C isotherm and represent the location of the thermo-
cline. Zhang et al. (2013) captured this warm eddy process
through mooring array observations. The time series of temper-
ature obtained by his observations showed that the 18°C iso-
therm was between 100 m and 200 m depth before the warm
eddy arrived, and the isotherm was close to 250 m depth when
the eddy passed. According to the 18°C isotherm shown in Fig. 11,
the depth of the thermocline predicted by the EnKF is deeper
than that of the LWEnKF, and the LWEnKF is more consistent
with the actual observations given by Zhang et al. (2016). The po-
tential density can reflect the properties of water masses. Figure 12
shows significant changes in potential density in the eddy area.
The warm eddy water has unique properties of temperature and
salinity.

The mesoscale warm eddy process is closely related to the
Kuroshio current flowing through the Luzon Strait, from the per-
spective of only surface currents. Previous studies based on sea
surface state suggest that the Kuroshio current often invades the
SCS in the form of a loop current when flowing through the
Luzon Strait and is often accompanied by spinoff or detaching of
a warm mesoscale eddy (Caruso et al., 2006; Jia and Chassignet,
2011).

The water mass properties of the SCS and Kuroshio current is
considered to explore the source of the mesoscale warm eddy.
Figure 13 shows T/S diagrams of the water masses from the SCS
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Fig. 7.   Spatially averaged RMSE of SSH at each analysis step for
the control run (the black line), LWEnKF (the red line), EnKF (the
green line) and LPF19 (the blue line). The dotted lines are for the
assimilation of AT-SSH and S-SST, and solid lines are for the as-
similation of AT-SSH, S-SST and T/S Profiles. The top panel is the
four-day forecast/prior, and the bottom panel is the correspond-
ing analysis/posterior. The values in the upper right corner are
the time average RMSEs.

34 Shen Meng et al. Acta Oceanol. Sin., 2022, Vol. 41, No. 2, P. 26–40  



S
ea

 l
ev

el
 a

m
o
m

al
y
/m

0.3

0.2

0.1

0

−0.1

−0.2

S
ea

 l
ev

el
 a

m
o
m

al
y
/m

0.3

0.2

0.1

0

−0.1

−0.2
S

ea
 l

ev
el

 a
m

o
m

al
y
/m

0.3

0.2

0.1

0

−0.1

−0.2

24°
N

22°

20°

18°

16°

106° 109° 112° 115° 118° 121°E

1 m/s

a Dec. 04

106° 109° 112° 115° 118° 121°E

d

1 m/s

Dec. 04

24°
N

22°

20°

18°

16°

g

1 m/s

Dec. 04

j

1 m/s

Dec. 04

24°
N

22°

20°

18°

16° 1 m/s

b Dec. 28

e

1 m/s

Dec. 28

24°
N

22°

20°

18°

16°

h

1 m/s

Dec. 28

k

1 m/s

Dec. 28

24°
N

22°

20°

18°

16° 1 m/s

c Dec. 17

f

1 m/s

Dec. 17

24°
N

22°

20°

18°

16°

i

1 m/s

Dec. 17

l

1 m/s

Dec. 17

 

Fig. 8.   The sea level anomaly and surface currents (arrows in m/s) of the AVISO and OSCAR data (a–c), LWEnKF (d–f), EnKF (g–i) and
control experiment (j–l). Rows correspond to different times. The red dots in d–f show the distribution of the assimilated AT-SSH.
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Fig. 9.   The sea surface temperature of the AVHRR (a–c), LWEnKF (d–f) and EnKF (g–i) and control experiment (j–l). Rows correspond
to different times.
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(20°–22°N, 117.5°–119.5°E) and the Kuroshio Current along the

Luzon Strait (19°–21°N, 120.5°–122.5°E). The black lines in Fig. 13

show the average of all salinity and temperature profiles of the

EN4.2.1 dataset for 2011 to 2014. From the observations of the

temperature and salinity properties, there are obvious differ-

ences between Kuroshio and SCS waters. The former shows the

characteristics of high temperature and high salinity in the sur-

face and subsurface water, and its maximum salinity can reach

34.8. The middle layer is characterized by low temperature and

low salinity, and the lowest salinity reaches 34.3. Although the

SCS water shows a similar S-shaped curve, its maximum salinity

in the subsurface layer is only 34.6, and its minimum salinity in

the middle layer is greater than 34.4. The red lines in Fig. 13 are

the averages of the LWEnKF system forecast results from Octo-

ber 3, 2013 to February 1, 2014. T/S diagrams obtained from the

forecast are consistent with historical observations and can re-

flect the temperature and salinity characteristics of Kuroshio and

SCS waters.

The green solid line shows the T/S diagram of the warm eddy

region (20°–22°N, 117.5°–119.5°E) predicted by the LWEnKF sys-

tem for December 4, 2013. The T/S diagram of warm eddy water

is positioned between those of Kuroshio and SCS waters, and the

temperature and salinity characteristics of warm eddy water have

properties of mixed Kuroshio and SCS waters. This is consistent

with the conclusion that warm eddy water breaks off from the

Kuroshio Current, enters the SCS and mixes with SCS water. This

result is also consistent with the observations of Zhang et al.

(2016) in the SCS, and the LWEnKF system prediction results are
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Fig. 10.   Temperature slices at different depths for the LWEnKF and EnKF systems. a–l. The assimilation of S-SST, AT-SSH and T/S
profiles; m–x. the assimilation of S-SST and AT-SSH. The white dotted lines correspond to 21°N and 118.5°E.
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reasonable. The green dotted line shows the results of the EnKF.
However, near the thermocline (potential density 24–25), the
warm eddy mixing property predicted by the EnKF is not obvi-
ous. Compared with the LWEnKF, the EnKF shows the character-
istics of high temperature and high salt, which also correspond to
the previous observation results of temperature slices.

4  Discussion and conclusions
In the along-track satellite data assimilation experiment con-

ducted in this paper, the LWEnKF was found to be significantly
better than the LPF19, and the effect of the LWEnKF was found to
be comparable to that of the EnKF only from the statistical RMSE
results of SST and SLA tests. However, based on the distributions
of SLA, SST and surface ocean currents, the LWEnKF prediction
results are more reasonable than the EnKF prediction results. In
this study, velocity observations were not assimilated. For unob-
served variables, the EnKF represents the relationship between
different state variables through covariance and cannot consider
the information of higher-order moments (such as kurtosis and
skewness). The LWEnKF estimates the complete PDF by particle
weight and can obtain more accurate posterior state variables
than the EnKF. The theoretical advantages of the LWEnKF are re-
flected in this study.

Based on the vertical coordinates of the ROMS model, a ver-
tical localization radius function is designed for the assimilation

of T/S profiles. Although this function is introduced in all three
assimilation systems, the LWEnKF has the best prediction and
assimilation effect for the temperature and salinity fields in the
ocean based on the vertical distribution of RMSE values. The
RMSE values near the thermocline (100–200 m) are relatively
large, which may be due to the simulated temperature and salin-
ity fields near the thermocline deviating from actual conditions.
Based on only the statistical RMSE results, the assimilation can
significantly improve the prediction, but the prediction effect
near the thermocline is not ideal.

β

The LWEnKF assimilation system has successfully predicted
the mesoscale warm eddy process and has a good description of
the temperature structure of the eddy above 600 m depth. This
warm eddy is vertically tilted down toward the southwest, which
is due to the topographic  effect caused by the continental slope
of the SCS. The water mass analysis of the forecast results shows
that the temperature and salinity of the warm eddy have charac-
teristics of mixed Kuroshio and SCS waters, which further indic-
ates that the warm eddy originates from the Kuroshio Current.
These results are consistent with the conclusions obtained by
Zhang et al. (2016) based on mooring array observations.

c
α

The prediction effect of the LPF19 assimilation system is not
ideal, and the assimilation does not significantly improve the ini-
tial state field of the model, although the localization parameter 
and inflation parameter  are fully adjusted. There are several
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Fig. 11.   Temperature section at 21°N and 118.5°E for the LWEnKF (a, b) and the EnKF (c, d). The black lines represent the 18°C
isotherm.
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possible reasons. First, as a particle filtering method, the LPF19
indirectly affects particles by weights rather than directly chan-
ging particle values. The weights are the relative values among
the particles. If most of the prior particles predicted by the model
are far from the observations, that is, when the particles repres-
ent a PDF, which is generally the case in the actual ocean model,
the particles are not in the high probability area of the observa-
tions, and then the weights of the particles cannot transmit the
influence of the observations. Second, the LPF19 is a completely
nonlinear assimilation method. It has a low assimilation effi-
ciency in dealing with linear or weakly nonlinear systems, which
is mentioned in the simple model test conducted by Farchi and
Bocquet (2018). However, the ROMS model in this paper has a
relatively low resolution, which is weakly nonlinear in the ocean
surface. The LWEnKF takes the EnKF as the proposal density,
and particles are sampled from the proposed density, which en-
sures that particles are in the high probability region of observa-
tions. Theoretically, the LWEnKF is most superior to the LPF19
through its introduction of the proposal density. According to the
experiment conducted in this paper, the assimilation effect of the
LPF19 has been greatly improved, which is consistent with the
previous inference that the assimilation effect of the LPF19 is not
ideal because the LPF19 indirectly affects particle weights rather
than directly changing particle values.

Notably, the uneven spatial distribution of observations has a
significant impact on the prediction effect. For AT-SSH, there are
only three altimeter satellite datasets during the whole assimila-
tion period. The observations within one assimilation window do
not uniformly cover the whole sea, and the sparsity of observa-
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Fig. 12.   Potential density section at 21°N and 118.5°E for the LWEnKF (a, b) and the EnKF (c, d).
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Fig. 13.   T/S diagrams of different water masses. The black lines
show the results of the northern South China Sea (SCS) water
(the dashed line) and the Kuroshio water (the solid line), com-
puted based on EN4.2.1 T/S profiles shown within the red boxes
of the inset figure. The red lines show the results of the northern
SCS water (the dashed line) and the Kuroshio water (the solid
line), computed by the LWEnKF system T/S profiles shown with-
in the red boxes of the inset figure. The green lines show the pre-
diction results of the LWEnKF (the solid line) and the EnKF (the
dashed line) for the area within a warm eddy on December 4,
2013. The background gray contour lines are potential density.
The blue curve in the inset figure indicates the axis of the time-
mean Kuroshio.
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tions affects the prediction ability. The LWEnKF shows stronger
adaptability than the EnKF for heterogeneous observations.
Nevertheless, it is meaningful to conduct further research on the
influence of the spatial distribution of observations on predic-
tion ability under the framework of the LWEnKF.
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