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Abstract: Sea surface temperature (SST) has important practical value in ocean related fields. Nu-
merical prediction is a common method for forecasting SST at present. However, the forecast results
produced by the numerical forecast models often deviate from the actual observation data, so it is
necessary to correct the bias of the numerical forecast products. In this paper, an SST correction
approach based on the Convolutional Long Short-Term Memory (ConvLSTM) network with multiple
attention mechanisms is proposed, which considers the spatio-temporal relations in SST data. The
proposed model is appropriate for correcting SST numerical forecast products by using satellite
remote sensing data. The approach is tested in the region of the South China Sea and reduces the root
mean squared error (RMSE) to 0.35 °C. Experimental results reveal that the proposed approach is
significantly better than existing models, including traditional statistical methods, machine learning
based methods, and deep learning methods.

Keywords: SST; bias correction; deep learning; ConvLSTM; 3D-C BAM

1. Introduction

Oceans take up almost 71% of the entire surface of the globe, and are closely related to
human activities. Sea surface temperature (SST) is the water temperature near the surface
of the ocean. SST is an important physical quantity for global climate studies [1], marine
ecosystem studies, and related applications. The forecast accuracy of SST is essential for
marine disaster prevention, navigation, ocean fishery [2], and other ocean-related cases.
SST prediction methods can be classified into two major categories [3]. One category is the
numerical model, which is based on physics [4]. The other category is data-driven models,
based on data analysis. With the improvement and development of the numerical model,
the accuracy of numerical prediction has been improved. However, the numerical model
cannot completely describe various physical processes in the ocean [5,6]—an uncertainty
of the initial field [7,8]—and calculation errors exist in the numerical solution process of
the model. Therefore, the prediction results of numerical forecast products need to be
further corrected.

Currently, there are mainly three kinds of methods for numerical forecast products cor-
rection: traditional statistical methods, machine learning based methods, and deep learning
methods. Statistical post-processing [9] is the typical one, such as model output statistics
(MOS) approach [10,11], Kalman filtering [12,13], and Bayesian probability decision [14],
all of which have achieved some results. As the machine learning, deep learning develop-
ment [15], and computing performance improved, data-driven approaches were introduced
into numerical forecast product correction, such as SVM [16], BP neural network [17], and
CNN [18]. However, current methods for numerical forecast products correction have

Remote Sens. 2022, 14, 1339. https:/ /doi.org/10.3390/1s14061339

https://www.mdpi.com/journal /remotesensing


https://doi.org/10.3390/rs14061339
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0003-2066-6064
https://orcid.org/0000-0003-4334-3882
https://doi.org/10.3390/rs14061339
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs14061339?type=check_update&version=1

Remote Sens. 2022, 14, 1339

20f19

weaknesses, as they do not include the spatio-temporal relationships among the datasets.
Meanwhile, observation data of buoys in the ocean have been lacking for a long time. Since
the launch of satellites equipped with ocean observation sensors, ocean remote sensing
data observed from satellites have been widely used in in coastal erosion calculation [19],
offshore oil spill [20], disaster warning [21], and other related research. Therefore, we con-
sider combining deep learning methods with numerical models [22] and applying satellite
data into numerical prediction models for SST numerical forecast products correction.

In this paper, we propose a new hybrid SST correction model, which not only takes
into account the influence of spatial distribution of the dataset, but also takes into account
the importance of temporal information. This approach is inspired by the outstanding
performance of the ConvLSTM in capturing the spatio-temporal relationships and the at-
tention mechanism in improving feature utilization. Combining these novel methodologies
together will create a more effective model to correct SST as it will create a greater synergy
than the individual models on their own.

In recent years, with the rapid development of machine learning, deep learning
methods have been widely used in many fields, such as natural language processing [23],
audio classification [24], community detection [25], and image restoration [26]. Some
researchers have already used these methods in areas related to our research. For example,
Shi et al. [27] proposed the ConvLSTM method for precipitation prediction. D. Liu et al. [28]
proposed a combination of empirical mode decomposition (EMD) algorithm and encoder
decoder long short-term memory (EN-DE-LSTM) architecture for water flow prediction.
Z.1. Petrou et al. [29] proposed an encoder—decoder network with a convolutional long
short-term memory unit for sea ice prediction. Chen.R et al. [30] proposed the hybrid
CNN-LSTM model for typhoon forecasting, which improved the accuracy of typhoon
forecasting. A.Y. Winona et al. [31] use the so-called LSTM method to forecast the sea
level and X. Kun et al. [32] proposed LSTM-Attention temperature prediction model I by
combining LSTM with Attention mechanism in order to make full use of historical data
and improve the accuracy of temperature prediction.

Our new hybrid SST correction model can be used to correct SST numerical forecast
products more accurately. 3DCNN is used to determine the spatial relations of various ma-
rine variables. Simultaneously, 3D-CBAM model is used to improve the utilization of spatial
features and marine environmental features. ConvLSTM is used to determine the spatio-
temporal relationships of the data. The attention model is used to assign the weight of
historical information. Our proposed model can effectively determine the spatio-temporal
dependencies between SST field data, and at the same time introduce an attentional mecha-
nism to correct the ConvLSTM output by learning the appropriate weights at each step,
thus achieving high-precision SST correction. A series of experimental results show that
the proposed method can achieve better accuracy in SST correction.

The contributions of this paper include:

1.  We propose a new hybrid model for SST correction, which uses satellite remote sensing
observation data and spatio-temporal data of sea surface variables. The performance
of our model is then evaluated;

2. The attention mechanism is used to assign weights to the information in the dataset,
which reflect the influence of spatio-temporal information on the SST correction, so
that the key information is highlighted and thus we obtain better correction results;

3.  Taking the South China Sea area (10°N-15°N, 125°E-130°E) as an example, the ac-
curacy rate was improved by 41.9% after the correction. We analyze the influence
of input sequence with different time steps, different model parameters and other
variables on the correction effect through the experiments. Experiments on the dataset
of the South China Sea show that our new hybrid model is more effective than existing
methods, including some classical machine learning methods.

The paper is structured in the following manner: Section 2 takes a look at the current
state of correction methods for numerical forecast products and deep learning in the
discipline; Section 3 elucidates the central problems of this paper; Section 4 introduces



Remote Sens. 2022, 14, 1339

30f19

the new hybrid SST correction model; Section 5 introduces the evaluation scheme, the
experimental set-up, and presents the experimental results; and, finally, Section 6 concludes
this work and deals with recommendations for future work.

2. Related Work

Our research focuses on bias correction of SST numerical forecast products. In order
to improve the accuracy of numerical forecast products, many scholars have proposed
several methods to correct numerical prediction results. For example, Vannitsem et al. [10]
and Tian et al. [11] used the mode output statistics (MOS) approach to establish a linear
statistical relationship between model predictions and actual observations to improve SST
forecasting accuracy, respectively. Krishnamurti et al. [33] used multiple regression to
determine coefficients from multi-model forecasts and observations to improve weather
and seasonal climate forecasts. Xu et al. [34] used the classical moving average method to
analyze and correct the temperature forecast of the model, which improved the forecast
accuracy to a certain extent. Libonati et al. [12] and Pelosi et al. [13] used Kalman filter
to improve the quality of ensemble forecast in view of the existing deviation of ensemble
forecast. X. Zhang et al. [35] proposed a method for correcting wave height prediction
results of SWAN model based on Gaussian process regression (GPR).

With the continuous development of technology, the theory of machine learning
has shown its extraordinary ability and great potential in the field of ocean and weather
prediction and correction [36]. The correction model based on machine learning can
capture the nonlinear variation [37] between the numerical model simulation results and
the observation, so as to obtain more accurate model correction results. For example, J. Zeng
etal. [16] used SVM to correct the weather forecast model, and the accuracy was effectively
improved. Wang A et al. [38] designed a Random Forests-based adjusting method to correct
the output of the WRF model and the RMSE of wind achieved an average decrease of 40%
compared with the WRF model.

In addition, deep learning has injected fresh blood into artificial intelligence and
machine learning. Deep learning is used to extract potential features and learn complex
relationships in meteorological and oceanographic data, which provides a new idea for
ocean and weather forecast and correction [39]. For example, Makarynskyy [40] improved
wave parameter short-term forecasts based on artificial neural networks. Xu X. et al. [41]
presented an ordinal Distribution Autoencoder (ODA) model, which can effectively correct
numerical precipitation prediction based on ECMWEF and SMS-WARMS model meteorolog-
ical data. T. Wang et al. [42] proposed a residual single-hidden layer feedforward neural
network, which is able to obtain effective corrections of numerical models. Rasp S et al. [43]
proposed a flexible alternative based on neural networks to correct 2 m temperature. A.
Sayeed et al. [18] used convolutional neural network (CNN) as post-processing technology
to improve mesoscale weather research and prediction (WRF) daily simulated output. A.
N. Deshmukh et al. [44] applied a wavelet neural network in improving numerical ocean
wave predictions of significant wave height and peak wave period. It can be seen that deep
learning has shown some potential in the temperature correction of model prediction, but
it is still in the initial research and application stage. The above research also indicates the
potential of machine learning in the correction of numerical model results.

However, there is little work to correct the forecast of SST. Zhang R used artificial
neural network BP model to correct SST [17]. Yang X Q et al. [45] applied the prognostic
trend (PT) correction method to reduce systematic errors in coupled GCM seasonal fore-
casts. Han Y.K. [46] proposed a new error-correction model based on the AR(p). Zhang
PJ. [47] tried to correct numerical prediction SST product using GHRSST, and established
a correction method for SST model prediction in the South China Sea—the effect of SST
forecast correction was quite significant. The above methods for SST correction do not
consider the temporal and spatial correlation between SST data. Therefore, we consider
combining deep learning with the numerical model, using the deep learning method to
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mine the temporal and spatial correlation of SST data and correcting forecast products to
improve forecast accuracy.

We attempt to use the deep learning method to mine the spatio-temporal relationship
between SST forecast data and carry out the correction of daily mean SST in the study
area. On the one hand, it is helpful to obtain more accurate prediction results, and on the
other hand, it is also an exploratory application of the deep learning correction model in
oceanography.

3. Problem Definitions

Our goal is to use historical ocean data and reanalysis data as truth values to modify
model forecast data and establish an SST correction model. SST data is a time series data
without considering spatial information. In order to analyze and obtain the time sequence
relationship between the data, historical ocean data at multiple times should be used for
correction. However, SST and other marine environmental variables are spatial fields at
any time, so SST correction can be defined as a spatial-temporal series correction problem.
Different from previous methods that take the SST of a single site as the model input data,
this paper corrects the SST within the region as a whole, that is, a matrix, to facilitate the
model to extract the temporal and spatial correlation of SST.

The input data with multiple elements can be represented as a matrix W x H x C x T,
where W and H represent longitude and latitude, C represents the number of elements, and
T represents the length of time series. SST and sequence of marine environmental variables
T =TT, ,T, where |T| is the SST sequence length of time, T;(1 <i < |T|, i € Z) is
the marine environmental variables matrix of all the record points of day i in the region,
which isa W x H x C matrix. The sequence of these matrices is the input to the model.
The SST correction problem can be defined as a series of historical marine environmental
variables data of the previous N days X;—,(n = 1,2,3- - -), used to correct the SST at time
t, where X;_,(n =1,2,3---) is a sequential matrix, which is W x H x C x N. Define the
current moment to be corrected as t, and the SST and marine environment variable of the
current moment to be corrected as X;. Y; is the corrected SST value and 7 is the previous
days before the current time, each time step is 1 day. X;_, is the grid data set of each
variable at the predicted time and the previous n days.

The model can also be expressed as:

YtVVXH :f(XtVK;;HXCXN/X}NXHXC)/n =1,2,3--. (1)

This is our target function, where f is the final model learnt by the historical data. On
this basis, we design and train the deep learning model. During the training, the data is
divided into two parts. First, we train our model with the training set, where the “truth
value” is known, and use it to adjust the parameters in the model. Finally, we use the test
set to evaluate the correction effect of the training model. Figure 1 shows the data structure
of SST and the related variables.

Lat Lat
Lat
a Correct SST
Variables Variables
Lon Lon Lon
Xt-n Xt Yt

Time

Figure 1. The structure of spatio-temporal variables sequence.
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4. Method

In order to solve the problem of SST numerical prediction correction, we propose a
new hybrid model for SST correction, which is based on ConvLSTM and the 3DCBAM
model with attention mechanisms. It makes full use of the spatio-temporal information
and marine environmental variables information.

4.1. The Framework of the New Hybrid SST Correction Model

The framework of the new hybrid SST correction model is shown in Figure 2, which is
mainly divided into five stages: spatial feature extraction, spatial and channel attention
mechanism, time-dependent learning, time attention mechanism, and output results. The
main idea is to use convolution operation to extract and integrate spatial features of multiple
variables, and use CBAM mechanism to improve the utilization rate of the spatial features
of a 3D convolution network and show the importance of different environmental variables
to the results. At the same time, ConvLSTM is used to learn the spatiotemporal relationship
in the process of SST change, and attention mechanism is used to adjust the importance of
information at different historical moments in variables. It not only considers the spatial
correlation of SST field data, but also the time dependence between SST field data at
different time and the interaction between marine environmental variables. Therefore, it
can correct SST more accurately.

t

Attention

ConvLSTM | === === | ConvLSTM | === | ConvLSTM | ===>| ConvLSTM

# f {}

3D-CBAM 3D-CBAM 3D-CBAM
...... C,, C,, ”

3 3 C3
f t t

Figure 2. The framework of 3DCBAM-ConvLSTM method.

Therefore, the whole SST forecast revision model can be expressed as follows:
Y/V*H = AT(ConvLSTM(CBAM(Csp (X¢, Xi—n)))),n =1,2,3 - . 2)

For historical series data X, the X; composed of SST data and other marine environmen-
tal variables at any time of ¢ is grid data with W x H x C specifications. Therefore, the input
of the whole model is a five-dimensional tensor, which is expressed as B x T x C x W x H.
Here B is the number of a batch of training samples, and T is the length of sequence
data. W and H are the width and length of the SST field, and C is the number of marine
environmental variables. In our experiments, length H and width W are longitude and
latitude. The length of the time step can be obtained through the sliding window. For
example, if the historical data of the past three days are used to correct the SST of the day,
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then the length of the time step is 4, that is, the value of T. In the experiments, in addition
to SST, salinity and water velocity u and water velocity v are added, so C is here 4. The
five-dimensional tensor serves as input to the model.

As the correction of SST is a regression problem, this paper chooses MSE as the loss
function. The calculation formula is shown in Equation (3), where n represents the number
of points in grid data, ; is the truth value of the point i, and y; is the revised value of the
point i. The training set is input into the model, and N iterations are carried out until the
model converges.

A\2
LOSS — 2?21 (yi — i) ) )

n

4.2. Spatial Feature Extraction with 3D-CBAM

In the spatial feature extraction part, we use 3D convolution to extract spatial features
from the input training data. 3D convolution is developed on the basis of 2D convolu-
tion [48]. 3D convolution is achieved by convolving a three-dimensional kernel with a cube
formed by stacking multiple continuous matrices. Through this construction, the feature
map of the convolution layer is connected with the previous layer to capture spatial infor-
mation. The input of 3D convolution is sample X, X € REXT*H*WxC_ The 3D convolution
operation C3p mainly completes the spatial feature extraction and it can be computed as:

P-1 —1 v—R-1
C?)D(X) = ZPZO ‘?:0 2;’:0 W(Pz q, 7’) * X/ (4)

where * and w(p, q, r) represent the convolution operation and kernel, and P, Q, R represent
width, height, and temporal length of the data.

Then, we use 3D-CBAM attention mechanism to improve the utilization rate of the
spatial features of the 3D convolution network and to show the importance of different
environmental variables to the results. Convolutional Block Attention Module (CBAM)
is a simple and effective attentional module that can be directly applied to a feedforward
convolutional neural network, consisting of a channel attentional module and a spatial
attentional module [49]. Figure 3 shows the structure of the 3D CBAM attention module.

k Input feature

J Module \

3D Convolutional Block Attention Module \

Channel

Attention

> Q@ —

CAM SAM

Output feature /

Figure 3. 3D convolutional block attention module.

The input of CBAM is F = C3p(X), X € RBXTXHxWXC the feature map from a
previous 3D convolution layer. The 3D CBAM will apply channel attention module (CAM)
and spatial attention module (SAM) in sequence to the input F. As shown in Figure 3, the
CBAM can be designed as:

CBAM(F) = SAM(CAM(F)). ®)

The channel attention module of 3D-CBAM pays attention to which feature plays a role
in the final correction result. Firstly, we apply the global max pooling and global average
pooling based on width, height, and time to the input feature matrix F, respectively, and we
get Fyog and Fyayx. Both Fape and Fygy are one dimensional feature maps: Fayg € RBX1x1x1xC
and Fyay € REX1X1XIXC Then, multilayer perceptron (MLP), a fully connected layer is
used to efficiently combine the channel statistical information Fyyg and Fyay. To reduce
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the parameter resources, the hidden size of MLP is set to R¢/ " where r is defined as the
reduction rate, and the formula is shown below:

Fanip_avg = MLP (Faog) = Wa (relu (Wi (Favg))), ©6)
lepjmzx = MLP(qux) = WZ(relu(Wl(qux)))/ (7)

where Wy € R¢/7<C; W, € R€*C/7 stands for the MLP weights and relu represents the
active function ReLU, respectively. Wi and W are shared by both F;¢ and Fyay-

After obtaining the statistical information Fyp_goq and Fp_max by MLP, the prob-
ability prediction matrix, which is the importance of each channel, can be obtained by
element-wise summing and passing through the sigmoid function. Finally, the matrix
generated by a sigmoid function is element-wise multiplied with the input matrix F to
obtain the output, which is calculated by equation:

CAM(F) = F x U(lep_uvg + Frnlp_mux)/ (8)

where ¢ is the sigmoid function. Figure 4 shows the flowchart of CAM.

-

Input feature

Channel Attention Module \
0\ e
MaxPool3D @ (D — %
=/ \ = Crama
AvgPool3D Mc

MLP
J

Figure 4. Channel attention module.

The feature matrix F, = CAM(F), which is output by the channel attention module,
is taken as the input feature matrix of a spatial attention module. Firstly, we use global
max pooling and global average pooling based on the channel to get two feature maps:
Fe avg € RBXTxHxWx1 gndq F. max € RBXTxHXWx1  Then, they are concatenated at the
channel dimension and passed through a 3 x 3 x 3 convolution to generate a feature
descriptor. The spatial attention feature is generated through sigmoid activation function.
Then, we multiply the spatial attention matrix with the input matrix F. to obtain the output
result, which is calculated by equation:

SAM(F.) = Fe x 0 (32 ([Fe_ougi Femas]) ), ©)

where ¢ is the sigmoid function. Figure 5 shows the flowchart of SAM.

Spatial Attention Module \
—_— ——— — ® ,
Conv Layer
Channel feature [MaxPool3D, Spatial Attention Ms
AvgPool3D] )

Figure 5. Spatial attention module.
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4.3. Time Feature Extraction with Attention Mechanism

SST forecast correction is actually a spatio-temporal series problem with historical
information as the input and revised SST as the output. LSTM has a strong ability to
modeling time series data. ConvLSTM [27] inherits the merits of convolution operator
and retains the advantages of LSTM to capture long-term memory, and can also reduce
the redundancy of the fully connected structure. So that, ConvLSTM is used to model the
temporal and spatial correlation of SST data. The input of the ConvLSTM in correction
model is X = CBAM(F), X € RBXT*HXWxC The formula is shown in Equation (10):

H = ConvLSTM(X), (10)

where H consists of the results /i; computed by ConvLSTM for each sample x of input
data X, x € RT*HxWxC At each moment, since the interval time of data is one day, the
ConvLSTM unit accepts the input x;, + = 1,2,-- - T at the moment of t, the state of the
hidden layer at the last time /;_1, and the state of the memory cell at the last time c¢;_
as inputs, and outputs the hidden state ; and the cell state ¢;. The calculation process is
as follows:

hy = of-tanh(cy) , (11)

ct = frcr—1 + ip-tanh(wye * X¢ + Wype % My + be). (12)

As shown in Equations (10) and (11), * and - denote the convolution operator and
Hadamard product. w is the weight matrix, b, is the offset, and tanh represents the
activation function.

The ConvLSTM forgets and remembers the input information through four gates.
The forgetting gate determines what information should be discarded from the ¢;_; of the
previous moment, the input gate determines what new information should be stored in
the memory of the ConvLSTM, and the output gate determines what information should
be selected from the c; to be passed as output to the next ConvLSTM unit. The involved
computation is given as follows in Equations (12)—(14):

ip = 0(wyi % xp +wpi % by +weirci_1+ b)), (13)
ft :a(wxf*xt—o—whf*ht,l+wcf~ct,1+bf), (14)
0t = 0 (Wxp * Xt + Wy * Ct—1 + WeoCt + bo) , (15)

where i; indicates the input gates, f; indicates the forgotten gates, o; indicates the output
gates, and ¢; indicates the cell state. In the above formulas, ¢ is the active function sigmoid,
x¢ represents the moment’s input, ht—1 represents last time’s hidden state, w is the weight
matrix, and b is the offset from the input gate to the output gate, which are the characteristics
that the ConvLSTM model must learn during training.

In order to improve the quality of the model by giving different weights to different
parts of the model and make the model more focused on the parts that are more relevant to
the task, a temporal attention layer is added after the ConvLSTM layer. To make full use
of the hidden layer state of each step of the ConvLSTM model, we allocate the temporal
attention weight to the hidden state of each time step, and adjust the final ConvLSTM
output and thus obtain better correction results.

The attention [50] module assigns weight coefficients to the outputs of the ConvL-
STM layer. It pays more attention to the features that contribute more to the important
information and ignores useless information to reduce the calculations of the network
and save storage space. The attention mechanism shown in Figure 6 provides an effi-
cient way to aggregate the output sequence of ConvLSTM layer and it implements the
following equation:

AT () = — 2PV Re)

= 7 16
T exp(Wohi) 1o
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\ 4
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t-1 t
Figure 6. The ConvLSTM layer and attention layer.

The attention layer takes the output k; of each iteration of ConvLSTM as input. At time
t, normalized weights AT (h;) are computed by the softmax function through the weight W
and the output i; of the ConvLSTM, the calculation formula is shown in (16).

Ye =Y AT (k). 17)

Finally, the output Y; can be obtained by multiplying the attention weight AT with the
hidden layer state /;. The calculation formula is shown in (17).

5. Experiments and Results
5.1. Data Preparation and Evaluation Metrics

The HYbrid Coordinate Ocean Model (HYCOM) [51] is a data-assimilative hybrid
isopycnal-sigma-pressure (generalized) coordinate ocean model. The US Navy Operational
Global Ocean Prediction System based on the HYCOM model is a relatively advanced and
widely used ocean prediction system [52]. In the experiments, we use HYCOM model
forecast product from National Oceanic and Atmospheric Administration (NOAA) as
the prediction data to be corrected. The HYCOM model prediction product used in our
experiments is a prediction product of 24 h in the future, which is reported every 3 h and
includes ocean temperature, salinity, and current structure. Its horizontal resolution is
1/12° and the temporal resolution is 3 h.

There is a lack of ocean observation data to support our experiments, SST products
data is a relatively good choice as the truth value. We use the NOAA OI SST [53] Analysis
version 2(v2), which is acquired from the NOAA'’s National Climatic Data Center (NCDC)
with a high spatial resolution of 0.25° x 0.25° as truth values to evaluate correction accuracy.
Liu et al. [54] showed that NOAA OI SST is the best one among the SST products when
they were compared with in situ SST data This dataset was generated from several data
sources including SST data from the Advanced Very High Resolution Radiometer (AVHRR),
sea-ice data, and in situ data from ships and buoys. In order to unify the spatial and
temporal resolution of the forecast data and remote sensing observation data, we average
the HYCOM data daily and the daily average HYCOM model forecast data is interpolated
to OI SST data grid points by using bilinear interpolation method. We select a dataset from
January 2019 to December 2019, that covers the area from 8°N to 12°N in latitude and
110° E to 114° E in longitude. Figure 7 shows the location of test area.
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(a)

24°N w( C) 599

27.2

1 24.5

1 21.7

+ 19.0

16.3

(b)

Figure 7. The location of test area: (a) Satellite image of the test area location, the box is the test area;
(b) SST map of the test area location, the box is the test area.

Due to the obvious discrepancy of data value, we apply a normalization to each input
sequence of data before inputting it into our model. The normalization operation can not
only improve the convergence speed of the model, but also improve the accuracy of the
model and prevent the gradient explosion of the model. The normalization function is
shown in Equation (19):

X = Xinin
Xmax — Xinin ‘

After correction, the output data and the truth would go through a de-normalization.
The parameters of the de-normalization are based on the temperature span of the original
input sequence of data.

In order to verify the validity of the new hybrid SST correction model, this study
evaluated the model with four indexes, namely mean square error (MSE), root mean square
error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE).
MSE, RMSE, MAE, and MAPE can be defined as:

X = (18)

1
MSE(y, 9) = — Yy (i = 9:)°, (19)

RMSE(y \/ Zl Wy —7)?, (20)

MAE(y, ) = Z "Ly — 9l (21)

MAPE(y, ) = % yu Y
Yi
where y; represents the actual observed value, §f represents the average of the actual
observed values, and fj; represents the correction value.

The model is built by Pytorch. In order to prove the effectiveness of the model
proposed in this paper, all SST data were divided into two parts. The dataset from January
2019 to September 2019 is used as the training set to train the parameters of the new hybrid
SST correction model, and the remaining dataset from October 2019 to December 2019
is used as the verification set to verify the learning effect of the model. We adjusted the
shape of the training data and the input data to the required Tensor format in the Pytorch
framework. Then the parameters of the new hybrid SST correction model were defined,

, (22)
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including the input step length, the length of input sequence, the hidden layers, the length
of output sequence, and the number of neurons in each layer. In our experiments, the
convolution part of the model includes a Conv3D layer and a Batch Normalization layer.
The main function of the Batch Normalization layer is to make the distribution of the input
data of each layer in the network relatively stable, to accelerate the model learning speed,
alleviate the problem of gradient disappearance, and have a certain regularization effect.
When the network is set up, the size of the convolution kernel in Conv3D layeris 3 x 3 x 3
and the size of the convolution kernel in the convolution attention in the 3D-CBAM part of
the model is 3 x 3 x 3. The activation function of all layers is ‘relu’, which can keep the
convergence speed of the model in a steady state. In the ConvLSTM part of the model,
due to the short sequence selected in the experiment, only a single layer ConvLSTM was
selected, the number of neurons in the hidden layer was 32, and the number of neurons in
the output layer was 1. After the model parameters are defined, we select MSE and Adam
as the loss function and optimizer. Then, the appropriate training times are defined to start
training the model. After the model training is completed, the test data is input into the
model for testing, and the output results of the model are reversely normalized to obtain
the deviation of SST. The effect of correction is tested by comparing the evaluation metrics
before and after deviation correction.

5.2. Comparison of Correction Methods

In order to prove the validity of the proposed new hybrid SST correction model, the
experimental results will be compared with two traditional machine learning methods for
SST correction. They are Linear Regression (LR) and Support Vector Regression (SVR),
respectively. The LR model has the advantages of strong anti-interference ability and fast
training speed, but it cannot simulate nonlinear relations, as the accuracy is not very high,
and it is easy to lack fitting. The SVR model has good generalization performance, it is
not easy to overfit, and it can achieve good performance with less data. However, SVR is
sensitive to missing data, parameters, and kernel function.

The process of realizing the two methods in this paper is to expand all samples into
the form that the algorithm can handle, and use the machine learning package, sklearn,
for correction analysis. In order to match the input form of these methods, SST and
ocean variables were generally regarded as independent features, thus the spatial-temporal
relationship between variables could not be considered in these methods. For both LR and
SVR, we combined vector of SST, SSS, and water current u and v of HYCOM forecasts for
days n, n-1, n-2, n-3 as 4 x 4 features for one-day correction. The performances of these
two methods are shown in Table 1. For SVR, we use the Radial Basis Function (RBF) kernel
for correction, which can realize nonlinear mapping with few parameters.

In addition, we set up the comparison experiment, which only considers the temporal
relationship without considering the spatial relationship, namely, compared with the
traditional sequence model LSTM to enhance the contrast. For the LSTM network, we set
the learning rate = 0.01, epochs = 300, timestep = 3, and use SST, SSS, and water current
u and v for one-day correction. Our new hybrid correction model also compares the
traditional sequence model LSTM and its improved model ConvLSTM, which considers
temporal relations and spatial relations.

Furthermore, we develop and compare a series of models with the new hybrid SST
correction model (3DCNN-CBAM-CONVLSTM-AT), because there were fewer methods
previously used to correct SST. These include an improved ConvLSTM model that combines
3D-convolution, a ConvLSTM model that only adds temporal attention mechanism (AT),
and a ConvLSTM hybrid model where both 3D-convolution and AT are added. Here,
we set the experimental parameters learning rate = 0.01 and epochs = 300, the size of
convolution kernel in Conv3D layer is 3 x 3 x 3, and used three days of historical data
for SST correction. The input data form of these models is consistent with our new model
input data.
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Table 1. The experimental results of SST correction. Bold entries show the best results.

MAPE MAE MSE RMSE Improve

Forecast 1.6118 0.4587 0.3600 0.6000

Linear Regression (LR) 1.4592 0.4075 0.3005 0.5482 8.67%
Support Vector Regression (SVR) 1.3767 0.3832 0.2536 0.5036 16.17%
LSTM 1.2781 0.3553 0.2115 0.4599 23.35%
CONVLSTM 1.1679 0.3312 0.1842 0.4292 28.47%
CONVLSTM-AT 1.1071 0.3139 0.1623 0.4028 32.92%
3DCNN-CONVLSTM-AT 1.0033 0.2839 0.3600 0.3690 38.5%
3DCNN-CBAM-CONVLSTM-AT 0.9546 0.2641 0.1239 0.3520 41.33%

Table 1 shows the experimental results of different correction methods for SST correc-
tion. When we use the traditional machine learning method to correct SST, the accuracy
of SVR is higher than Linear Regression; the RMSE value is 0.5036 and the MAE value is
0.3832. The accuracy is not greatly improved after the correction.

Among other deep learning models, SDCNN-ConvLSTM-AT has the best results; the
RMSE value is 0.3690 and the MAE value is 0.2839. However, our new hybrid correction
model can achieve a level where the MSE value is 0.3520 and the MAE value is 0.2641 in
the correction experiment, which is better than the other models.

It can be seen from Table 1 that the effects of LSTM are better than traditional ma-
chine learning methods, which illustrates the importance of time correlation in SST data.
However, the original LSTM does not consider the spatial relations in data. The result
of ConvLSTM, an improved method, is better than the result of LSTM, which verifies
the importance of spatial correlation to SST correction. Experimental results show that
ConvLSTM-AT model, which adds attention mechanism, has better performance than
ConvLSTM. Attention mechanism can assign different weights to historical data, allowing
the model to focus more on the parts that are more important, thus improving the quality of
the model. We compared the results of SDCNN-CONVLSTM-AT with CONVLSTM-AT, in
which 3DCNN-CONVLSTM-AT added a convolution layer. With the same parameters and
the same input, the RMSE of ConvLSTM-AT and 3DCNN-CONVLSTM-AT were 0.4028
and 0.3690, respectively. 3DCNN-ConvLSTM-AT has a higher correction accuracy than
ConvLSTM-AT. The experimental result shows that the addition of the convolution layer
can improve the accuracy of SST correction to a certain extent. The main reason for this is
that the local features extracted from input data through ConvLSTM’s own convolution
operation is not obvious enough. A convolution layer is added into the model, which
improves the feature extraction ability of the model and makes the spatial features of the
data more obvious in the ConvLSTM model, which is beneficial to improve the accuracy of
SST correction.

After adding 3D-CBAM attention mechanism on the basis of the SDCNN-CONVLSTM-
AT model, the RMSE index is 0.3520, and the correction effect is the best in our experiments.
3DCBAM mechanism and AT mechanism were used based on ConvLSTM in our new
hybrid correction model to improve the utilization rate of spatial features, environmental
variables, and historical time series information.

To further prove the effectiveness of our new hybrid SST correction model, we visu-
alize the correction results, forecast results, and the truth in Figure 8, which shows the
comparison of the revised SST of several models. To put things into places in the overall
view, there is high similarity between the correction that is shown in Figure 8i and the truth
that is shown in Figure 8a. Combined with Figures 8 and 9 and Table 1, it can be seen
intuitively from the figure that the result of the new hybrid SST correction model is closest
to the truth value. The new hybrid correction model further extracts spatial features and
adds weights to environmental information and spatial features to improve information
utilization, making the model closer to reality and containing more comprehensive infor-
mation, and finally improving the accuracy of SST prediction. In conclusion, compared
with LR, SVR, and other traditional machine learning correction methods, as well as deep
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learning methods LSTM, ConvLSTM, and ConvLSTM-AT, the new hybrid correction model
has the best performance in SST correction, which verifies the effectiveness of this method.
For SST correction, Zhang et al. [47] proposed a new bias correction model for sea
surface temperature in 2020, which used satellite remote sensing data for correction of the
numerical forecast model on SST in the South China Sea as well. After being corrected, the
RMSE of the SST forecast results was dropped from 0.8 °C to 0.5 °C, reducing by 37.5%,
whereas the RMSE of our model is approximately 0.35 °C after being corrected, reducing
by 41.33%. The SST correction by our new hybrid SST correction offers higher accuracy.

30 30 30
(@) (b) (©)

30 30 30

26 26 26
(d) (e) ()

30 30 30

26 26 26
(8) (h) (@)

Figure 8. The experimental results of different methods for SST correction. (a) Truth; (b) forecast;
(c) linear regression; (d) SVR; (e) LSTM; (f) CONVLSTM; (g) CONVLSTM-AT; (h) 3DCNN-
CONVLSTM-AT; (i) 3DCNN-CBAM-CONVLSTM-AT.
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Figure 9. The comparisons of difference between the truth and the correction output. (a) Difference
between the truth and the forecast; (b) difference between the truth and the linear regression result;
(c) difference between the truth and the SVR result; (d) difference between the truth and the LSTM
result; (e) difference between the truth and the CONVLSTM result; (f) difference between the truth
and the CONVLSTM-AT result; (g) difference between the truth and the 3DCNN-CONVLSTM-AT
result; (h) difference between the truth and the 3SDCNN-CBAM-CONVLSTM-AT result.
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5.3. Complexity and Training Time Analysis

The experimental environment is Windows10, Intel Core i5 11, 2.4 GHz, 16G RAM,
with algorithm implementation using python3.

Table 2 lists the training time and the parameters of models used in the experiment.
It can be found that the training parameters of the new hybrid SST correction model are
about three times less than those of ConvLSTM, which makes the training much faster
and more suitable for practical application. Our proposed new hybrid SST correction
model consumes the least time and has fewer parameters. The parameter of 3DCNN-
ConvLSTM-AT model is close to that of the new hybrid SST correction model, indicating
that the 3D-CBAM module is very small and the training time of the model is reduced.
Our proposed new hybrid SST correction model consumes the least time and has fewer
parameters, and it has good performance.

Table 2. The number of network parameters and training time for each model.

Parameters Train(s) Test(s)
LSTM 13,601 271.52 0.55
CONVLSTM 44,993 236.98 0.46
CONVLSTM-AT 46,079 437.67 0.94
3DCNN-CONVLSTM-AT 13,197 272.57 0.55
3DCNN-CBAM-CONVLSTM-AT 13,560 223.15 0.43

5.4. Parameters Analysis
5.4.1. Time Step Analysis

In the previous experiments to determine the model structure, the previous three days
of data is used to correct the SST according to expert empirical knowledge. Time step is
an important parameter for the model to learn time series character. Considering that the
size of timestep has an impact on the accuracy of SST correction, timestep =1, 3, 5, 7, 10,
15 is used to correct SST in our experiments to determine the appropriate timestep for
SST correction.

Timestep represents the information of the time dimension, which has an impact
on the performance of the model. Figure 10 shows the variation of the model of several
evaluation indicators with the timestep size. When timestep = 3, RMSE is 0.35, which is
better than others when timestep = 1, 5,7, 10, and 15. It is obviously seen from the figure
that timestep = 3 works best to revise SST. When the timestep is greater than 10, the results
of correction tend to be stable, and the time information has less influence on the revised
results. When correcting SST, the information of temporal dimensions should be moderate,
as too much or too little will affect the performance of the model. To sum up, timestep = 3
is used in this paper to correct SST.

5.4.2. Learning Rate Analysis

Learning rate is an important hyperparameter, which determines whether and when
the objective function converges to the local minimum. The proper learning rate can make
the objective function converge to the local minimum in the proper time. Then we adjust the
learning rate and other hyperparameters within the fixed model frame. The first step is to
drop from 0.1 to 0.001, at a speed of 10. Then, when the learning rate is at the level between
0.01 and 0.001, the training and validation loss of the model will be in a steady state. The
experiment is conducted by adjusting the learning rate, and the experimental results are
shown in Figure 11. The figure shows that RMSE, MAPE, and other indicators change
with the learning rate. According to RMSE, the optimal learning rate is 0.01. According to
MAPE, the optimal LR is 0.004. Thus, the best learning rate in our data set is at the level
between 102 and 10~3.
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Figure 10. The experimental results of the new hybrid SST correction model in different timesteps.
The units of RMSE, MAE, and MSE are °C, the unit of MAPE is %, and the unit of timestep is day.
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Figure 11. The experimental results of the new hybrid SST correction model in different learning rate.
The units of RMSE, MAE, and MSE are °C and the unit of MAPE is %.

5.4.3. Epochs Analysis

In order to determine the best epochs for the dataset, different epochs were set for the
experiments. The experimental results are shown in Figure 12. The figure shows that RMSE
reaches a stable state at 300 epochs. Therefore, 300 epochs are suitable for our experiments
with consideration of model accuracy and performance.
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Figure 12. The experimental results of the new hybrid SST correction model in different epochs. The
units of RMSE, MAE, and MSE are °C and the unit of MAPE is %.

6. Conclusions

In this paper, the new hybrid SST correction model is applied to correct the HYCOM
forecasts and it is evaluated for its performance. Our proposed model combines spatio-
temporal information and marine environmental variables information to correct the SST
forecast and improve the accuracy of the SST forecast. The model defines the SST correction
problem as the spatio-temporal series regression problem, which mainly consists of three
parts: first, 3D convolution and 3D-CBAM are used to improve the utilization rate of spatial
features and marine environmental variables. Secondly, time and space characteristics of
SST were extracted by ConvLSTM. Thirdly, the attention mechanism is used to enhance the
historical temporal information. What is more, the new hybrid SST correction has a better
correction effect than the other models we compared in this paper, and it can reduce the
RMSE of the HYCOM forecast results by 41.33%.

As for future development, further refinements to the new hybrid SST correction
model will be undertaken. Our study only corrects the temperature of the sea surface,
but the subsurface temperature in the inner ocean is much more important. Therefore,
in the next step, we consider extending the model to three-dimensional space to realize
the forecast correction of ocean internal temperature. Meanwhile, in this paper, we only
revised the forecast data for the next day due to the limitation of forecast data. For future
development, our correction model can be considered to improve and apply to correct the
forecast of three days, five days, or one month into the future.
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